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Pretraining Language Models with Human Preferences

* PHF: pretraining with human feedback

0.1 = , . Figure 1: Toxicity score (lower is better) of LMs pretrained
3 “ Conventional LM pretraining . .. . . "
= — Pretraining with feedback with the standard objective (solid blue), using conditional
- “~ ~ Finetuning with feedback for 1.6B tokens training (solid orange) and LMs finetuned using conditional
i *** Finetuning with feedback for 330M tokens training for 1.6B (orange dashed) and 330M tokens (orange

dotted). Pretraining with Human Feedback (PHF) reduces
the amount of offensive content much more effectively than
finetuning with human feedback.
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But it seems impossible for us to pre-train LLMs from scratch...?

Korbak, Tomasz, et al. "Pretraining language models with human preferences." International Conference on Machine Learning. PMLR, 2023.



“Alignment”

* More general: adaptation

* There 1s already a system, and we want 1t to be capable of new tasks
* Alignment: adapt Al systems / LLMs to become human-friendly systems

* Other related topics:

* Transfer learning, domain adaptation

* The adaptation happens many times!

* Continual learning

LLM Training Pipeline

b N " e

Pre-Training \ SFT RLHF & ]
continual “continual ™ =continual*” ™\ -
learning learning learning

When doing alignment, you also care about forgetting (helpfulness)
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Application
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Human and LLMs are continual learners

* Model patching & continual training of LLMs are important

* That’s how OpenAl successfully trained GPTs (version control, clever
incremental updating, maintenance)

i Large-scale language model pretraining
Training on code

li GPT-3 Initial _l Instruction tuning

GPT-3 Series Codex Initial InstructGPT Initial

l LM + code training then instruction tuning

GPT-3.5 Series l Supervised instruction tuning

RLHF li _l RLHF

Yao Fu “How does GPT Obtain its Ability? Tracing Emergent Abilities of Language Models to their Sources”



Another consensus (but ancient): DAPT

LLM Training Pipeline

* Domain Adaptive Pre-training M T S P (i v

DAPT will bring improvemen
(another continual learning case)

Domain Pretraining Corpus # Tokens Size Lros. Loaer
el : dainal LM donal BIOMED 2.68M full-text papers from S20RC (Lo et al., 2020) 7.55B 47GB 1.32 0.99
target domain S cs 2.22M full-text papers from S20RC (Lo et al., 2020) 8.10B 48GB 163 134
NEWS 11.90M articles from REALNEWS (Zellers et al., 2019) 6.66B 39GB 108 1.6
REVIEWS 24.75M AMAZON reviews (He and McAuley, 2016) 2.11B 11GB 2.10 1.93
Dom. Task ROBA. DAPT —DAPT ROBERTA (baseline) see Appendix §A.1 N/A  160GB  *1.19 -
Principles of
CHEMPROT 81.91¢9 84232 79413
BM  {peT 87201 87.601 8690, Domain  Task Label Type Train (Lab.) Train (Unl) Dev.  Test Classes BIOCHEMISTRY
: : ' BioMgp  CHEMPROT relation classification 4169 - 2427 3469 13 pfnst
cs  ACL-ARC 63.055 75425 66.44.1 'RCT abstract sent. roles 18040 - 30212 30135
SCIERC 77319 80815 79.209 - ACL-ARC citation intent 1688 & 114 139 6
NEWS ; 24 s e . .
T AGNEWS 93902 93902 93.502 NEWS HYPERPARTISAN par?lsanshlp 515 5000 65 65 2
' AGNEWs topic 115000 - 5000 7600 4
T
REV. HELPFUL. 63.134 66514 65.138 "HELPFULNESS  review helpfulness 115251 - 5000 25000 2 .
t REVIEWS David L.Nel:
IMDB 95.002 95402 94.104 'IMDB review sentiment 20000 50000 5000 25000 2 o

Gururangan, Suchin, et al. “Don‘t stop pretraining: Adapt language models to domains and tasks.” ACL (2020).



Overview

* A quick Introduction to Traditional Continual Learning



Continual learning (CL)

* Learn from streaming experiences (may forget past knowledge)

* CL vs. Online learning
* No distributional shift in online learning

* CL vs. transfer learning

* Not continuous, the src is similar to tgt, only one directional: src helps tgt
* E.g., ELMo, BERT, RoBERTa

* CL vs. multitask learning (MTL)

 MTL retains no knowledge except data

 MTL is hard to relearn all task whenever a new task appears (you need to re-train models)
 MTL is often considered as the upper bound of CL

* E.g., Machine Translation

* Nicknames: lifelong learning, incremental learning, never-ending learning



A quick Introduction to Traditional Continual Learning

* Desiderata
* Settings
* Challenges
* Methods

* Applications



A quick Introduction to Traditional Continual Learning

* Desiderata



Catastrophic forgetting

* Prevent catastrophic forgetting (CF)

* French, Robert M. "Catastrophic forgetting in connectionist networks." Trends
in cognitive sciences 3.4 (1999): 128-135.

 Kirkpatrick, James, et al. "Overcoming catastrophic forgetting in neural
networks." Proceedings of the national academy of sciences 114.13 (2017):

3521-352
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Knowledge transfer

* Achieve positive forward KT and backward KT
* Forward KT: old knowledge helps new tasks
* Backward KT: new knowledge helps old tasks

Testing task

T T T T, T ......
Tasks trained so far 1 2 2 >
T1 R1,1
T, R R
2,1 2,2 1 -
Forward Transfer (FWT): —X1-'R;; — R;
T3 Rs 1 R3,2 Rs3 T;l
. T-1

T, R., Ry Rz  Rug Backward Transfer (BWT): — X, 21 Rei — Ry
T5 R5,1 Rs2 R5,3 Rs4 Rs s

Ry | e

\ If goes down -> forgetting

If goes up -> positive transfer

Lopez-Paz and Ranzato, Gradient Episodic Memory for Continual Learning, NIPS 2017



A quick Introduction to Continual Learning

* Settings



Task/Class/Domain incremental learning

* TIL: task-ID 1s available during training and testing
* Gaokao: study Chinese — math — English — Physics ...
* When testing, you are told what you are doing
* Note: in CL, we only build one model (memory overhead, human-like)

* CIL: task-ID 1s not available during testing

* You learned how to classify cats and dogs, one day you learn how to classify
pigs and dogs, then you should be able to classify three of them (w/o seeing
cats again).

* DIL: when the label space 1s unified (usually no task-ID in testing)

* E.g. sentiment classification (positive, negative) on Yelp, IMDB, Reddit
* E.g., Generative model (the task 1s aways generation)



A quick Introduction to Continual Learning

* Challenges



Challenges

* Stability-plasticity

* Preserving the learned knowledge vs. learning from new experiences

* Transfer-interference
* Knowledge transfer vs. knowledge interference
* Increase parameter-sharing 1s a common way towards KT, but...
* Transfer 1s not always positive! Avoid negative transfer...

* Task separation
* Mostly in CIL and DIL, 1t’s hard to predict task-1D

* In learning the current experience, the learner cannot see previous or future
data, thus 1t’s hard to establish decision boundaries between tasks



A quick Introduction to Continual Learning

e Methods



Methods: very very brief!

e - CF, + KT

* Regularization-based: regularize the model / feature / output space
* E.g., using old model to distill new model, orthogonal projection of gradient

* Replay-based: save (or generate) a small amount of past data
* E.g., experience replay, pseudo replay

* Architecture-based: build sub-networks inside the whole network
* E.g., parameter isolation (no forgetting in TIL, no KT), modular network



A quick Introduction to Continual Learning

* Applications



Applications: Task-oriented dialog system

USER: | need to check my balance.

B u i Id i n g a Rea |-Ti m e AI SySte m SYS: Of course! Which account should | use?

USER: My savings account, please.

Human —— Communicates ‘ Engine ——  APL ShGCkBalancg(Eypeﬂsavings';)

with Human S ~

I bought a . STREAM ;;w:\ix.//'i% INTENT DST
printer in April, LISTEN NLG

but the price
dropped
recently

A

L2/ .“c\\‘;\
_— AT _omommesmien S

SYS: No problem. Your balance is $139.
S Recommendations

S — Customized LLM engine

O/

| see you are a new member.

However, our return policy is detects caller’s intents
60days only. | can't process USH
your refund, but | can offer a e —— and company

coupon that you can use for

the next purchase. knowledge to

recommend what to say

Talking to the o next
pmer: g . —.

Agent listens to i '

customer, reads the Ul - Nearly all Al systems needs continual learning!
and decides what to (9 High vaiue | :

say next

Bircha
Andrea Madotto et al, Continual Learning in Task-Oriented Dialogue Systems, EMNLP (2021)
Yinhan Liu, Build an Al system: Applying Reinforcement learning with human feedback (RLHF) on LLM to advance customization



Applications: medical applications

OOQ L1 ‘ Q
S v | e 1131 @

A Patient comes to the hospital The doctor obtains the clinical data GDClurer predicts the dosage of
and is then diagnosed with GD. of the patient through examinations. I-131 based on the clinical data.

GDCurer
TW \

=L
.— e

GDcurer leverages the collected The treatment outcomes of the The doctor makes the final
data to improve iteself periodically. patient are further documented. decision on the dosage of I-131.

Haowei Lin, et al. “GDCurer: An Al-assisted Drug Dosage Prediction System for Graves’ Hyperthyroidism”



Applications: Recommender systems

Ve

OFFLINE
Netflix.Hermes
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Search engines require CL, too.

System Architectures for Personalization and Recommendation | by Netflix Technology Blog | Netflix TechBlog



https://netflixtechblog.com/system-architectures-for-personalization-and-recommendation-e081aa94b5d8

Overview

* Continual Learning of LMs



What is special in CL for LM?

* LM 1s already pre-trained on some CO (corpus 0)
* CO0 1s usually unavailable — (CL challenge)

* Continual learning may be pre-training or fine-tuning
* Pre-trained on C1 -> C2 -> C3 (domain adaptation, DIL w/o task-1D)
* Fine-tuned on T1 -> T2 -> T3 (task adaptation, TIL or CIL)

* DIL

* May happen 1n temporal dimension: evolution of language and knowledge

* When 1t comes to open domain...
* Alignment, model unlearning (learning to forget), model editing



MLM Head
1
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Continual (DA-)pre-training |

FFN )

[ CL-Plugin ]

(A) Continual Post-training
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Add & Layer Norm

®

Attention ]

[ CL-Plugin ]

i

Hidden States |

* train after pre-training: post-training / DAPT |

* Since DAPT helps downstream tasks, can we...

Fixed Modules

Classification Head  (B) Individual Fine-tuning

* Language or knowledge may get outdated

Add & Layer Norm *

TI—O >

 generalist agent should be experts in multiple domains ||

FEN )

T

* Evaluation: downstream fine-tuning performance

Add & Layer Norm

®

[

Attention ]

t

Hidden States |

 Baseline methods |

. . .
[ J |\| alve pre_tralnlng ( | ( F) Category Domain Restaurant Al ACL AGNews Average Forget R.
Model MF1 Acc MF1 Acc MF1 Acc MF1  Acc MF1  Acc MF1 Acc
. . ROBERTa | 50.61 7477 2788 2844 32.19 3459 6419 6595 4372 5094 =
° P t _ l t . Ad t t I RA ) Adapter | 4540 6728 23.60 2456 2499 27.55 6453 6650 39.65 4648  —
arametier-1solation. ap er, prOmp ) Q) Non-CL ¢ OBERT2-ONE | 53.63 7673 29.86 30.11 3305 3572 62.57 6513 4478 51.92 —
Adapter-ONE | 52.19 7420 3080 3159 3659 3699 6166 6394 4531 5168 —
' Prompt-ONE | 2893 5979 21.06 2210 2802 2922 6070 6258 34.68 43.42 —
[ ] R pl _b d (m m h ld b 1 ) DEMIX 53.14 7528 27.68 2729 37.63 38.57 63.18 6513 4541 51.57 —
C ay asc C OI) snou C arge' ROBERTa-NCL | 42.50 67.56 3157 3162 33.07 3454 60.18 6350 41.85 4930 327 282
AdapterNCL | 4742 7023 2956 2090 3592 37.58 6173 6445 4365 5054 221 1.69
. HAT 5045 7178 2833 2041 3493 37.15 6297 6505 44.17 5085 243 204
L]
* CPT: hard-mask attention (+forward KT) W BOL 7 7 e 0 pa uB @60 eoar s s 14 om
KD 3075 6711 29.63 2033 3830 42.09 6285 6539 4263 5098 492 3.07
EWC 4832 7159 3096 31.01 3596 3805 6229 6495 4438 5140 140 080
DER++ | 4809 7179 3071 3054 3425 3577 6424 66.11 4432 5105 179 162
CPT 5390 7513 3042 3089 37.56 3853 6377 6579 4641 5259 000 0.0

Continual Training of Language Models for Few-Shot Learning, Zixuan Ke, Haowei Lin, Yijia Shao, et al. EMNLP (2022)



CPT literature (1

* ELLE
* Network expansion + Replay + domain prompt (task-ID)

- ELLE Framework I
_________________________________________________ >\ Acquire Knowledge
. .%

I on New Data D;
— g =
Memory Replay ---
Prev1ous Data

|
I

wp+ | on Previous Data D; D;_;
M/ I
J

Pre-trained Domain Prompts

Acquire Expose

[
[
|
| N D Knowledge Knowledge -
e =
—e—d 3 | Raw Corpus D
3 3 | ownstream Tasks
—> [
2 2 2
- o p % ;J_ 1 1 copy¥ —_ _J 1 i Disentangle /mulate
}’2] = [q r] [ ] aa E?] 1 1 : the Knowledge hy hy - Needed Knowledge
2 2 |
|

Prompts

Qin, Yujia, et al. “ELLE: Efficient lifelong pre-training for emerging data.” ACL 2022 findings



CPT literature (2)

* Lifelong-MoE

* Regularization-based (distillation) + architecture-based

MoE Outputs Lifelong Pretraining>
-2 t—-1 t t+1
p(t ) p( ) p( ) p( )
_*. Output Regularization
Distribution Distribution Distribution PSS \%\
A B C = [ x M
rr" _‘A" Expert; e Expertg@-1) Expertge-1,, -+ Expertge
g | > i > M) / lﬁl
I N .
Experts: —‘”1‘ 1600:¢-1 - e 0, |
Progressive Expansion N > > Expert/Gating Freeze "~ - ’ x Expert/Gating Expansion
1 — ' ]
| [ Top2—Gating 1) Top2—Gating
| 3
Regularizations Regularizations T — J
£ MCEY £® LD R
Inputs Stream of Corpus Distribution

Chen, Wuyang, et al. "Lifelong Language Pretraining with Distribution-Specialized Experts." International Conference on Machine Learning. PMLR, 2023.



CPT literature (3

* DAS: Continual DA-pre-training of LMs with Soft-masking)
* Soft-masking (+forward & backward KT)

Initialization Continual Learning
(A) (8) ©
General Knowledge Importance Domain Training Current Domain Importance
i Computation
ComLputatlon Lvim L Lecontrast
impt s "~ o Lvim
L ofull o8en
., 0, T pho o N ¢
' l | prev !
i 0, E O{UH 0, l H 9 Ol
Transformer : | Transformer p <t-1) | Transformer
' Layer [ i ' Layer [ ) i Layer [
Forward Forward Forward
/ \ 1
I 1 . ! i =7, | — 1©
! - 174 —y(<0) | ' |: MZMI g
E bl Zn 1Vl T i ' Normalize —— EMax v, ! '
' v / ! : 1 ! i v
E X i Do) g1 1— IS0 ' &
X | N e h o X
' Transformer ' . L Transformer
:‘ Layer [ ! Transformer ! Layer [
' ' \ Layer [
Backward Backward Backward

Zixuan Ke, Yijia Shao, Haowei Lin, et al. "Continual Pre-training of Language Models." The Eleventh International Conference on Learning Representations. 2022.



Findings

* Forgetting 1s minor

* Cossu, Andrea, et al. "Continual pre-training mitigates forgetting in language
and vision." arXiv preprint (2022).

* An assumption: generative loss is better than discriminative loss / small
shift in both domain and task

* CPT should be considered by GPT-5...? (when GPT-4 is outdated)
* Protection of general knowledge is crucial

Domain Camera Phone Resturant Al ACL PubMed

Model MF1 Acc. MF1 Acc. MF1 Acc. MF1 Acc. MF1 Acc. Micro-Fl Avg
RoBERTa 78.82 87.03 83.75 86.08 79.81 87.00 6098 71.85 66.11 71.26 72.38 73.64
MLM 8439 89.90 82.59 8550 80.84 87.68 68.97 7595 68.75 7344 72.84 76.40

MLM (Adapter) 83.62 89.23 8271 8535 80.19 87.14 6055 7138 6887 72.92 71.68 74.60
MLM (Prompt) 85.52 90.38 84.17 86.53 79.00 86.45 61.47 7236 66.66 71.35 73.09 74.98
MLM+KD 82.79 89.30 80.08 83.33 8040 87.25 67.76 7546 68.19 72.73 72.35 75.26
MLM+AdaptedDeiT | 86.86 91.37 83.08 85.64 79.70 86.84 69.72 76.83 69.11 73.35 72.69 76.86
MLM+SimCSE 8491 90.35 8346 86.08 80.88 87.59 69.10 76.25 69.89 7430  72.77 76.84

MLM+TaCL 81.98 88.88 81.87 8492 81.12 87.50 64.04 73.18 63.18 70.31 69.46 73.61
MLM+TaCO 84.50 90.22 82.63 8532 7927 86.68 59.73 7122 63.66 70.36 72.38 73.69
MLM-+InfoWord 87.95 9192 84.58 86.84 8124 87.82 6829 7592 68.58 73.68 73.21 77.31
DGA 88.52 9249 8547 8745 8183 88.20 7199 78.06 71.01 74.73 73.65 78.74

Zixuan Ke, Yijia Shao, Haowei Lin, et al. “Adapting a Language Model While Preserving its General Knowledge.” EMNLP 2022.



Temporal Misalignment

* Temporal Misalignment (TM)

* training & evaluation datasets are from different periods of time

* RQs
* How to assess TM?
* How does TM affect downstream task performance?
* The sensitivity to TM of different domains and tasks?
* Can temporal adaptation (CPT) address TM?

Unigram Overlap
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Continual Knowledge Learning (CKL)

Random LMs

* Knowledge 1s dynamic

[ D@

* Retain time-invariant world knowledge

' LM Pretraining

Pretrained LMs

(continued)

Continually Pretrained LMs

LM Pretrammg @

* Update outdated knowledge [ CKLBenchmrkJ
* Acquire new knowledge
* Evaluation L dofPaams L UL NLONLE g
L AM A S (Trainable/ Total) EM EM EM EM ((IL),UL,NL) |
[ J
A Modeling Analvsi T5-Initial OM/737TM 2417 162 188 10.32
[ J
LAnguage Modeling Analysis TS-Vanilla 73IM/737M 1289 10.17 3.77 17.75 1.08
e FUAR T5-RecAdam 737M/737TM 1320 12.55 4.02 17.85 0.84
_ TS-MixReview ~ 737M/737M 1392 649 2389 14.86 1.74
» [forgotten / (updated + acquired)] TS-LoRA 403M/738M 1658 12.77 4.52 19.56 0.55
T5-Kadapters (k=2) 427M/762M 1959 12.34 5.03 18.75 0.33
T5-Kadapters (k=3) 440M/775M 1976 12.66 4.02 19.00 0.33
T5-Modular 438M/773M 2029 12.66 4.65 19.24 0.28

Jang, Joel, et al. “Towards continual knowledge learning of language models.” ICLR (2022).



Input Pre-Edit Output Edit Target Post-Edit Output
la: Who is India’s PM? Satya Pal Malik X Narendra Modi  Narendra Modi v/
1b: Who is the prime minister of Theresa May X Boris Johnson Boris Johnson v/
the UK?
1c: Who is the prime minister of ~ Narendra Modi v/ — Narendra Modi v/
India?
1d: Who is the UK PM? Theresa May X — Boris Johnson v/

Model Editing

2a: What is Messi’s club team?

2b: What basketball team does
Lebron play on?

2c: Where in the US is Raleigh?

Barcelona B X
Dallas Mavericks X

a state in the South v/

PSG
the LA Lakers

PSG v
the LA Lakers v/

a state in the South v/

3a: Who is the president of
Mexico?

3b: Who is the vice president of
Mexico?

Enrique Pea Nieto X

Yadier Benjamin
Ramos X

Andrés Manuel
Lépez Obrador

Andrés Manuel Lépez
Obrador v/
Andrés Manuel Lépez
Obrador X

* When LMs make errors / outdated...

* A single problematic input vs. desired output 1s available
* Fine-tuning tend to overfit

* Tuning the whole model 1s computational infeasible or ineffective for LLMs

e Similar to alignment (knowledge vs. safety)

Editing a Pre-Trained Model with MEND

x, = “Who is the prime Y, = "Boris Johnson” x, = “Who is the

minister of the UK?” { UK PM?”
s “ r ~ —
' Vs MEND v, '
- ) ~ . =)
Pre-trained model : =
(Po) V wi| - g E@ > |V Edited model (p,_g,)

p()(' |X(,)

Q-0

Boris Theresa
Johnson May

08 ( E 2]
O 06 -» &2, . -
-> — - -
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0.2 : : : :
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o ™
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\ Sy
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Q00O

\
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1
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08
0.6
-
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0.2
0 N

Boris Theresa
Johnson May

Mitchell, Eric, Christopher D. Manning, et al. “Fast model editing at scale.” NeurlPS (2022)






This is still mysterious!

Generative loss mitigates forgetting

* TIL and DIL will not be affected by CF much

* But CIL still struggles with CF

label

old ® new
(A) Classification Head

Pre-trained » Pre-trained
Encoder Decoder

FTEft  TETfff

Add -+ to the calendar <s>Add - to the calendar

retrieve

ne
calendar update </s> —»
(B) dar update </

W
label
old

y y ? Label Pool
Pre-trained » Pre-trained
Encoder ‘Decoder
FTfrt  F f 3

Add - to the calendar <s> calendar update

Figure 1: Comparison between classifier framework (A)
and generation framework (B) of using a pre-trained
encoder-decoder model for class-incremental learning.

(a) CIL Performance (b) Representation Ability
100

80
- (Generation Framework

PLM

80 == (Classifier Framework

2]
o

accuracy (%)
F =3
o

N
o

o

10 30 50 70 90 110 130 150 10 30 50 70 90 110 130 150

number of classes number of classes

Figure 2: Accuracy (%) and NC (neural collapse)
comparison of the classifier framework and generation
framework for CIL on CLINC150 (15 tasks). For both
accuracy and N'C, higher numbers are better.

Yijia Shao, et al. “Class-Incremental Learning based on Label Generation.” ACL (2023).



Continual instruction tuning

Answering simple science questions

In this subtask, you will answer a simple science question. Please indicate the
correct answer. If you're not sure about the answer, choose the last option "I
don't know".

Please indicate the correct answer: A, B, C, D or E. If the question is not
answerable or you're not sure about the answer, generate 'E' which implies "I
don't know".

Positive example

Input: Question: When a guitar string is plucked, the sound is produced by (A)
the size of the guitar. (B) the metal on the guitar. (C) the wood on the guitar. (D)
the vibrations of the string.

Output: D.

Explanation: We know that the vibrations of the string produce sound in a
guitar. So, the correct answer has to be "D".

Item

Explanation

The "A"-"D" responses correspond to the answer options mentioned in the input.
There is a 5th option "E" which should be used for questions for which you're
not sure about the answer (e.g., when the questions do not provide enough
information to answer).

Things to avoid

Do not generate anything else apart from one of the following characters: 'A’, 'B,
'c. D' E.

Negative example
Input: A student found a rock while hiking in the mountains. By looking at the

rock, she could tell the (A) exact weight of the rock. (B) length of time the rock
had been on the hiking path. (C) color and shape of the rock. (D) exact length of
the rock.

Output: C i.e. color and shape of the rock.

Explanation: "C" would have been a good answer.

Suggestions for fixing it: You don't need to (and should not) explain the
answer option.

Instruction-driven supervision
Fixed model capacity
Knowledge maintenance
Forward transfer

Each task is explained by an instruction and a couple of instances exemplifying it.

The system’s structure and parameter size are constant regardless of its learning status.
The system is not inclined to catastrophic forgetting.

The system uses knowledge acquired from upstream tasks to help solve downstream tasks.

Backward transfer The system uses knowledge acquired from downstream tasks to help solve upstream tasks.
Table 1: Desiderata of ConTinTin, inspired by (Biesialska et al., 2020).

Method QG AG CF IAG MM VF | mean
. paper report || 52.xx 30.xx 50.xx 25xx 47xx 8.xx | 35.33
(Mishra et al., 2021) i blement || 5355 17.45 6379 1106 82.86 740 | 39.35
Seq-finetune forward 4961 2146 4874 9.70 57.31 7.61 | 3240
d backward 47.09 21.17 7.45 9.61 88.84 14.98 | 31.52
forward 5272320456774 881 8229 883 4005
LAMOL backward 52.14 22776 798 833 8845 991 | 31.59
w/o CL 51.07 23.40 70.68 11.43 88.13 6.22 | 41.82
InstructionSpeak forward 5130 24.89 7096 9.36 9041 10.70 | 42.93
backward 53.04 2493 7.51 856 88.09 13.86 | 32.66

We don’t see much forgetting on this generative task.
A good i1dea: from CIL to DIL (new formalization)

Yin, Wenpeng, Jia Li, and Caiming Xiong. "Contintin: Continual learning from task instructions." ACL(2022).



CL in the post-LLM Era

* LLMs are infinity-task learners

 Traditional Classification-based TIL & CIL may be outdated (for building AGI)
* Buzzy tasks, user-defined (creative) tasks, control (RL) tasks, multi-modality

* Scaling, emergence, and reasoning
* Heated topics for LLMs, an it’s still mysterious
* they are missing in CL literature for many reasons

* Memory-augmented LLMs

* A feasible choice for ML researchers to study continual learning

* RLHF

* Continually learn from noisy human feedback



Memory-based model editing for LLMs

* MeLLo (Memory-based Editing for Large Language Models)
* No training, scale to LLMs (w.r.t., MEND)
* A new benchmark for multi-hop QA

Multi-hop question

Subquestion
Tentative answer
Retrieved fact

Answer

Our Approach: MelLLo

What is the capital city of the country of
citizenship of Ivanka Trump’s spouse?

Ivanka Trump’s spouse is Jared Kusher ~ "Tsel =

David Cameron is married to Courtney Love

d h &) not contradict €
Jared Kusher

Subquestion
Tentative answer
Retrieved fact

Answer

The country of citizenship of Jared Kushner is United States
Jared Kushner is a citizen of Canada

Canada

. contradict!

Edited Fact Memory

David Cameron is married to Courtney Love
The capital of the US is Seattle

The CEO of Apple is Carlos Slim

Final answer

Jared Kushner is a citizen of Canada
' =,

""""""""" > Query the memory with a subquestion

€ Retrieve an edited fact from the memory
Tentative answers generated by the model
Retrieved facts

Edited facts stored in the memory

17.51 -©- FT —A— MEMIT
-8 MEND ROME
~15.01
X
. 12.5-
(&)
< 1001 Q
[}
2 75
5 5.0
z 2.5
0.0 Qo——o —p
0 500 1000 1500 2000 2500 3000
Number of Edited Instances
# Edited instances
Base Model Method 1 100 1000 3000
GPT-] MEMIT 123 9.8 8.1 1.8
GPT-J MeLlo 203 125 104 9.8
Vicuna-7B MeLlo 203 119 11.0 10.2
GPT-3 MeLLo 68.7 50.5 43.6 41.2

Zhong, Zexuan, et al. “MQuAKE: Assessing Knowledge Editing in Language Models via Multi-Hop Questions.” arXiv preprint (2023).



LLMs have to know what they know

High
confidence

* OQut-of-distribution / anomaly / novelty detection
* Open-world learning (vs. close-world assumption)
* Autonomy: Continually learn in an automatic way
* Reject malicious noisy human feedback

P i o
J
\ m‘j

% |
)
-
3
I

* Hallucination can be mitigated
* Another very important topic related to CL

* Confidence learning

* One of the most successful components in AlphaFold2
* Difference in OOD detection: no ground truth
* Another topic in ML community: model calibration

Mean predicted value



OOD detection establishes CIL SOTA

©
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Figure 1: The correlation between OOD
(AUC) and CIL (ACC) results. Each
point denotes the AUC and ACC of one
method in Tab. 1 on the same dataset.

| C10-5T  C100-10T C100-20T T-5T T-10T | Average
Upper Bound | 95.79%%15 82761022 82761022 72.52%041 77 554041 83.70
OWM 41.691634  2139%318  169g8t444 94 55248 17 5+345 24.43
ADAM 83.92%051 61 21%036 58 99061 50 11£046 49 gg+040 60.78
PASS 86211110 68.90%0%* 6677118 61031038 58341042 68.25
HAT 82.401012 62911024 59 54%041 599 +010 54 3+0.21 63.62
SLDA 88.64T005  67.82%005 67 80005 5793%005 57 93+0.06 68.02
L2P 73.59%415  61.72%081 53 84+159 59 19+09 54 ogEl.14 60.47
iCaRL 87.55%0%°  68.90%047 69,150 53,13%104 51 gg*t236 66.12
A-GEM 56.33777 2521400 91 ggt40l 30 5339 51 g2 31.19
EEIL 82.34313 68 081051 3791066 53 34%054 50 3g+0.97 63.59
GD 89.167%3  64.36T%57  60.10%7* 53.01%%7 42.48*%33 61.82
DER++ 84.63T2%1  69.73109  70,03t146  5584%221  5420*328 66.89
HAL 84.38%270 6717150  g7.37E145 52 g0+23T 55951360 65.39
MORE 89.16T0%  70.23%227  70.53*109  g4.97%128 63 06126 71.59
iFLP 92331032 76531027 76341038 68,6470 67.20%0! 76.21

Haowei Lin, Yijia Shao, et al, “Class Incremental Learning by Exploiting OOD Data Distribution”, under review.



Language Models (Mostly) Know What They Know

Saurav Kadavath; Tom Conerly, Amanda Askell, Tom Henighan, Dawn Drain, Ethan Perez,

I M S k I I O W W I l a t t I l e y k | l O W Nicholas Schiefer, Zac Hatfield-Dodds, Nova DasSarma, Eli Tran-Johnson, Scott Johnston,

Sheer El-Showk, Andy Jones, Nelson Elhage, Tristan Hume, Anna Chen, Yuntao Bai,
Sam Bowman, Stanislav Fort, Deep Ganguli, Danny Hernandez, Josh Jacobson,
Jackson Kernion, Shauna Kravec, Liane Lovitt, Kamal Ndousse, Catherine Olsson,

Sam Ringer, Dario Amodei, Tom Brown, Jack Clark, Nicholas Joseph,

* Large models are well-calibrated on MC & QA S

Anthropic

* RLHF policy miscalibration can be remediated
* RL tends to collapse LM predictions towards behaviors with highest reward
* Tuning with high temperature helps

* Self-evaluation
* Similar to “Reflexion” (reflection)

* Limitations
 Differentiate between “the truth” vs. “what human says™
* Infinite recursion, generalization, etc.

- Kadavath et al. “Language Models (Mostly) Know What They Know” Arxiv 2022
- Shinn, Noah, Beck Labash, and Ashwin Gopinath. "Reflexion: an autonomous agent with dynamic memory and self-reflection." arXiv preprint arXiv:2303.11366 (2023).



*Al Autonomy: Self-initiated Open-world
Continual Learning and Adaptation

Lifelong Learning in the Open World for Al Autonomy (D Offline, periodically -> self-initiated
Task Manager
[ Prvmoanaiass  Nowtask Fbrolanigos (2) Accommodate to novel scenes
| To. T2 s Ton Toarn oo ]
7 e it Input from other .
Newtases " functions Learning steps
I, O v (1) Novelty detection
TN oc-Learmer \ (2) Acquiring class labels and creating
nowiedge elevance | Irrelevan :
viner ) Clababn e v T new learning tasks on the fly
A o 'y Relevant?ji
T e Tl (3) Incrementally learn the new task
\ Novel
Knowledge Base & ;__;{ A“:‘s':":mml 1 T el on g::rs Turnlog ;hfat hg:xt in tlIl)e kitchen .
K“x World Model (KB) ?:x;\\\*@( ] /| Executor m . OOITY, ant get you. Do you mean 1o:
. “ Adaptor |/

. = ":21! option-1. switch off the light in the kitchen,
e B\ E b A4 option-2. switch on the light in the kitchen, or
' : Module J™ ion-3. change the color of the light?
Learning after deployment / on the job S e

Bing Liu, et al. Al Autonomy: Self-initiated Open-world Continual Learning and Adaptation. Al Magzine, 10 March 2023.
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Recap

* Traditional CL
* - CF, + KT, TIL, CIL, DIL, regularization, replay, architecture-based methods

* CL for LMs
* DAPT & CPT, Temporal LM, Continual knowledge learning, model editing

* Generative loss mitigates CF
* (though CIL is unimportant, preserving general knowledge is still important)

* CL in the post-LLM era: from neural-based CL to system-based CL

e Tasks become creative
* Memory-based retrieval 1s promising
* OOD detection, confidence / calibration



Q&A?

Happy for further discussion:
linhaowei@pku.edu.cn
linhaoweil.github.io
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