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The consensus is that …



Pretraining Language Models with Human Preferences

• PHF: pretraining with human feedback

Korbak, Tomasz, et al. "Pretraining language models with human preferences." International Conference on Machine Learning. PMLR, 2023.

Alignment should happen at 
the pre-training phase…

But it seems impossible for us to pre-train LLMs from scratch…?
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• More general: adaptation 
• There is already a system, and we want it to be capable of new tasks
• Alignment: adapt AI systems / LLMs to become human-friendly systems

• Other related topics:
• Transfer learning, domain adaptation

• The adaptation happens many times!
• Continual learning

“Alignment” When doing alignment, you also care about forgetting (helpfulness)



Human and LLMs are continual learners

• Model patching & continual training of LLMs are important
• That’s how OpenAI successfully trained GPTs (version control, clever 

incremental updating, maintenance)

Yao Fu “How does GPT Obtain its Ability? Tracing Emergent Abilities of Language Models to their Sources” 



Another consensus (but ancient): DAPT

• Domain Adaptive Pre-training

DAPT

DAPT will bring improvement!
(another continual learning case)

Gururangan, Suchin, et al. “Don‘t stop pretraining: Adapt language models to domains and tasks.” ACL (2020).



Overview

• From RLHF to Continual Learning
• A quick Introduction to Traditional Continual Learning
• Continual Learning of LMs
• Open Questions



Continual learning (CL)

• Learn from streaming experiences (may forget past knowledge)
• CL vs. Online learning

• No distributional shift in online learning
• CL vs. transfer learning

• Not continuous, the src is similar to tgt, only one directional: src helps tgt
• E.g., ELMo, BERT, RoBERTa

• CL vs. multitask learning (MTL)
• MTL retains no knowledge except data
• MTL is hard to relearn all task whenever a new task appears (you need to re-train models)
• MTL is often considered as the upper bound of CL
• E.g., Machine Translation 

• Nicknames: lifelong learning, incremental learning, never-ending learning
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Catastrophic forgetting

• Prevent catastrophic forgetting (CF)
• French, Robert M. "Catastrophic forgetting in connectionist networks." Trends 

in cognitive sciences 3.4 (1999): 128-135.
• Kirkpatrick, James, et al. "Overcoming catastrophic forgetting in neural 

networks." Proceedings of the national academy of sciences 114.13 (2017): 
3521-3526.



Knowledge transfer

• Achieve positive forward KT and backward KT
• Forward KT: old knowledge helps new tasks
• Backward KT: new knowledge helps old tasks

Lopez-Paz and Ranzato, Gradient Episodic Memory for Continual Learning, NIPS 2017
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Task/Class/Domain incremental learning

• TIL: task-ID is available during training and testing
• Gaokao: study Chinese – math – English – Physics ... 
• When testing, you are told what you are doing
• Note: in CL, we only build one model (memory overhead, human-like)

• CIL: task-ID is not available during testing
• You learned how to classify cats and dogs, one day you learn how to classify 

pigs and dogs, then you should be able to classify three of them (w/o seeing 
cats again).

• DIL: when the label space is unified (usually no task-ID in testing)
• E.g. sentiment classification (positive, negative) on Yelp, IMDB, Reddit
• E.g., Generative model (the task is aways generation)
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Challenges

• Stability-plasticity
• Preserving the learned knowledge vs. learning from new experiences

• Transfer-interference
• Knowledge transfer vs. knowledge interference
• Increase parameter-sharing is a common way towards KT, but…
• Transfer is not always positive! Avoid negative transfer…

• Task separation
• Mostly in CIL and DIL, it’s hard to predict task-ID
• In learning the current experience, the learner cannot see previous or future 

data, thus it’s hard to establish decision boundaries between tasks
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Methods: very very brief!

• - CF, + KT
• Regularization-based: regularize the model / feature / output space

• E.g., using old model to distill new model, orthogonal projection of gradient
• Replay-based: save (or generate) a small amount of past data

• E.g., experience replay, pseudo replay
• Architecture-based: build sub-networks inside the whole network

• E.g., parameter isolation (no forgetting in TIL, no KT), modular network
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Applications: Task-oriented dialog system

Andrea Madotto et al, Continual Learning in Task-Oriented Dialogue Systems, EMNLP (2021)
Yinhan Liu, Build an AI system: Applying Reinforcement learning with human feedback (RLHF) on LLM to advance customization

Nearly all AI systems needs continual learning!



Applications: medical applications

Haowei Lin, et al. “GDCurer: An AI-assisted Drug Dosage Prediction System for Graves’ Hyperthyroidism”



Applications: Recommender systems 

System Architectures for Personalization and Recommendation | by Netflix Technology Blog | Netflix TechBlog

Search engines require CL, too.

https://netflixtechblog.com/system-architectures-for-personalization-and-recommendation-e081aa94b5d8


Overview

• From RLHF to Continual Learning
• A quick Introduction to Traditional Continual Learning
• Continual Learning of LMs
• Open Questions



What is special in CL for LM?

• LM is already pre-trained on some C0 (corpus 0)
• C0 is usually unavailable – (CL challenge)

• Continual learning may be pre-training or fine-tuning
• Pre-trained on C1 -> C2 -> C3 (domain adaptation, DIL w/o task-ID)
• Fine-tuned on T1 -> T2 -> T3 (task adaptation, TIL or CIL) 

• DIL
• May happen in temporal dimension: evolution of language and knowledge
• When it comes to open domain…

• Alignment, model unlearning (learning to forget), model editing



Continual (DA-)pre-training

• train after pre-training: post-training / DAPT
• Since DAPT helps downstream tasks, can we…
• Language or knowledge may get outdated
• generalist agent should be experts in multiple domains

• Evaluation: downstream fine-tuning performance
• Baseline methods
• Naïve pre-training (+CF)
• Parameter-isolation: Adapter, prompt, LoRA
• Replay-based (memory should be large!)
• CPT: hard-mask attention (+forward KT)

Continual Training of Language Models for Few-Shot Learning, Zixuan Ke, Haowei Lin, Yijia Shao, et al. EMNLP (2022)



CPT literature (1)

• ELLE
• Network expansion + Replay + domain prompt (task-ID)

Qin, Yujia, et al. “ELLE: Efficient lifelong pre-training for emerging data.” ACL 2022 findings



CPT literature (2)

• Lifelong-MoE
• Regularization-based (distillation) + architecture-based

Chen, Wuyang, et al. "Lifelong Language Pretraining with Distribution-Specialized Experts." International Conference on Machine Learning. PMLR, 2023.



CPT literature (3)

• DAS: Continual DA-pre-training of LMs with Soft-masking)
• Soft-masking (+forward & backward KT)

Zixuan Ke, Yijia Shao, Haowei Lin, et al. "Continual Pre-training of Language Models." The Eleventh International Conference on Learning Representations. 2022.



Findings

• Forgetting is minor
• Cossu, Andrea, et al. "Continual pre-training mitigates forgetting in language 

and vision." arXiv preprint (2022).
• An assumption: generative loss is better than discriminative loss / small 

shift in both domain and task

• CPT should be considered by GPT-5…? (when GPT-4 is outdated)
• Protection of general knowledge is crucial

Zixuan Ke, Yijia Shao, Haowei Lin, et al. “Adapting a Language Model While Preserving its General Knowledge.” EMNLP 2022.



Temporal Misalignment

• Temporal Misalignment (TM)
• training & evaluation datasets are from different periods of time

• RQs
• How to assess TM?
• How does TM affect downstream task performance?
• The sensitivity to TM of different domains and tasks?
• Can temporal adaptation (CPT) address TM?

Luu K, Khashabi D, Gururangan S, et al. Time waits for no one! analysis and challenges of temporal misalignment[J]. NAACL 2022.



Continual Knowledge Learning (CKL)

• Knowledge is dynamic
• Retain time-invariant world knowledge
• Update outdated knowledge
• Acquire new knowledge

• Evaluation
• LAMA

• LAnguage Modeling Analysis
• FUAR

• [forgotten / (updated + acquired)]

Jang, Joel, et al. “Towards continual knowledge learning of language models.” ICLR (2022).



Model Editing

• When LMs make errors / outdated…
• A single problematic input vs. desired output is available
• Fine-tuning tend to overfit
• Tuning the whole model is computational infeasible or ineffective for LLMs
• Similar to alignment (knowledge vs. safety)

Mitchell, Eric, Christopher D. Manning, et al. “Fast model editing at scale.” NeurIPS (2022)





Generative loss mitigates forgetting

• TIL and DIL will not be affected by CF much
• But CIL still struggles with CF

Yijia Shao, et al. “Class-Incremental Learning based on Label Generation.” ACL (2023).

This is still mysterious!



Continual instruction tuning

Yin, Wenpeng, Jia Li, and Caiming Xiong. "Contintin: Continual learning from task instructions." ACL(2022).

We don’t see much forgetting on this generative task. 
A good idea: from CIL to DIL (new formalization)



CL in the post-LLM Era

• LLMs are infinity-task learners
• Traditional Classification-based TIL & CIL may be outdated (for building AGI)
• Buzzy tasks, user-defined (creative) tasks, control (RL) tasks, multi-modality

• Scaling, emergence, and reasoning
• Heated topics for LLMs, an it’s still mysterious
• they are missing in CL literature for many reasons

• Memory-augmented LLMs
• A feasible choice for ML researchers to study continual learning

• RLHF
• Continually learn from noisy human feedback



Memory-based model editing for LLMs

• MeLLo (Memory-based Editing for Large Language Models)
• No training, scale to LLMs (w.r.t., MEND)
• A new benchmark for multi-hop QA

Zhong, Zexuan, et al. “MQuAKE: Assessing Knowledge Editing in Language Models via Multi-Hop Questions.” arXiv preprint (2023).



LLMs have to know what they know

• Out-of-distribution / anomaly / novelty detection
• Open-world learning (vs. close-world assumption)
• Autonomy: Continually learn in an automatic way
• Reject malicious noisy human feedback
• Hallucination can be mitigated
• Another very important topic related to CL

• Confidence learning
• One of the most successful components in AlphaFold2
• Difference in OOD detection: no ground truth
• Another topic in ML community: model calibration



OOD detection establishes CIL SOTA

Haowei Lin, Yijia Shao, et al, “Class Incremental Learning by Exploiting OOD Data Distribution”, under review.



LMs know what they know

• Large models are well-calibrated on MC & QA
• RLHF policy miscalibration can be remediated
• RL tends to collapse LM predictions towards behaviors with highest reward
• Tuning with high temperature helps

• Self-evaluation
• Similar to “Reflexion” (reflection)

• Limitations
• Differentiate between “the truth” vs. “what human says”
• Infinite recursion, generalization, etc.

- Kadavath et al. “Language Models (Mostly) Know What They Know” Arxiv 2022
- Shinn, Noah, Beck Labash, and Ashwin Gopinath. "Reflexion: an autonomous agent with dynamic memory and self-reflection." arXiv preprint arXiv:2303.11366 (2023).



*AI Autonomy: Self-initiated Open-world 
Continual Learning and Adaptation

Bing Liu, et al. AI Autonomy: Self-initiated Open-world Continual Learning and Adaptation. AI Magzine, 10 March 2023.

(1) Offline, periodically -> self-initiated
(2) Accommodate to novel scenes

Learning after deployment / on the job

Learning steps
(1) Novelty detection
(2) Acquiring class labels and creating 

new learning tasks on the fly
(3) Incrementally learn the new task



Recap

• Traditional CL
• - CF, + KT, TIL, CIL, DIL, regularization, replay, architecture-based methods

• CL for LMs
• DAPT & CPT, Temporal LM, Continual knowledge learning, model editing
• Generative loss mitigates CF 

• (though CIL is unimportant, preserving general knowledge is still important)

• CL in the post-LLM era: from neural-based CL to system-based CL
• Tasks become creative
• Memory-based retrieval is promising
• OOD detection, confidence / calibration



Q&A?
Happy for further discussion:

linhaowei@pku.edu.cn
linhaowei1.github.io

mailto:linhaowei@pku.edu.cn
linhaowei1.github.io

